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Digital health is exploding
There’s now 50 billion patient

consultations conducted a year.
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Only 1% of patient consultations are quality assured

The pressure on caregivers Is so high |
that 88% of diagnhoses are altered if
tested by a second opinion.




Physicians are becoming data clerks

Telehealth physicians spend
up to 50% of their day in EHR
documenting consultations.

* Link


https://docs.google.com/spreadsheets/d/1eu7raUolUFjf7DCnxmKXem1QHqMTO4NkxBO155CjGfU/edit#gid=0

Intelligent augmentations

Corti has built an artificial
Intelligence that listens In
and understands virtual
consultations.
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Self-Supervised Speech Representation Learning:
A Review
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1. INTRODUCTION

Over the past decade, deep learning approaches have rev-
olationized speech processing through 3 giant leap in perfor.
mance, enabling various real-world applicatioas. Supervised
learning of deep neural has been the comersione
of this transformatios, offering impressive gains for scenarios
rich in labelcd data (11-{3]. Paradoxically, this heavy reliance
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Fig. 1: Framework for using self-supervised repeesentation
Searming in downsiream applicatons

on supervised leaming has resticied progress in languages
and domains that do nol atiract the same abeling
nvestment

To overcome the need for labeled daa, researchers ha
snplordd sppecacis ad e, smpaeid i aly, 1o
open up new industrial spoech wse-cases and low-resource
Languages [4]-(6), Inspired by how children learn their first
Language throagh lissening and interacting with lmnly and sur-
roundings, scienists sk to
s bbbty g
oot evst, it Kmowiodg,al he ey 10 s
and semaptic information. These leamed represcatations are
then used for target downsiream applications requiring a min-
imal number of labeled data (7}-{9)]. Formally, repeesentation
Searming refers 10 algorithms for extracting iant festures that
capture the ing explanatory factors for the observed
inpot (9]

‘exaumples of unsupervised learninsg, which refers to the fami
of machin lerning metbods tht iscove nanaaly occuring
patiems in training samples for which there are bo pee-
assigned lbels or scores (10]. The term “unsupervised” is
used to distinguish this family of methods from “supervised
roaches, which assign a label to cach training sample, and
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Hierarchical VAEs Know What They Don’t Know

Jakob D. Havtorn '* Jes Frellses

Abstract

Decp generative models have been demonstrated
as state-of-the-art density estimators, Yet, recent
work has found that they often assign a higher
likelihood to data from outside the training distri-
bation. This scemingly paradoxical behavior has
caused concerns over the quality of the attained
denqu estimates, In the context of hierarchical
autocncoders, we provide evidence to
uph.n this behavioe by out-of-distribation data
having in-distribution low-level features. We ar-
gue that this is both expected and desirable by
bavior. With this insight in hand. we develop &
fust, scalable and fully unsupervised likelihood-
ratio score for OOD detection that requires data
o be in-distribution across all featare-levels. We
benchmark the method on a vast set of data and
model he
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Figure 1. Reconstructions wsing a hicrarchical VAE tained on
of

results on out-of-distribution detection.

1. Introduction

‘The reliability and safety of machine learning systems ap-
plicd in the real-world is contingeat on the ability 10 detect
when an inpat is differeat from the training distribution.
Supervised classificrs bailt as deep neural networks are
well-known to misclassify such owr-of-distribution (OOD)
inputs to known classes with high confidence (Goodfel-
low et al., 2015; Nguyen et al.. 2015). Several approaches
have been suggested to equip decp classifiers with OOD
detection capabilities (Hendrycks & Gimpel, 2017; Laksh:
minarayanan et al., 2017; Hendrycks et al 2019; De Vries &
Taylor, 2018). But, such methods are inheseatly supervised
and require indistribution labels or examples of OOD data
limiting their applicability and generality.

Unsupervised generative models that estimate an explicit
Iikelihood should understand what it means to be in- and

of Applied Mathematics and Computee Scieace,
‘of Denmark. Kongens Lyngby. Denmark

By sampling the k bostom-most laent vari-
ables from the conditional prior distribation pl.:f2.() (alent
reconstructions) instead of the approximate posieror g() 2.1}
the model

lower pixia) for OOD data

out-of-distribution without requiring labels or examples of
00D data. By dircctly modeling the training distribation,
such models are expected to assign low likelihoods to OOD

op, 199 &
gencrative models (Kingma & Welling, 2014; Rezende et al.,
2014; Oord et al, 2016b; Salimans et al., 2017; Kingma
& Dhariwal, 2018) have enabled learning high quality gen-
erative models on complex data such as natural images,
sequences including audio (Oord et al. 20163) and graphs
(Kipf & Welling, 2016). However, recent observations have
brought nto question the quality of the leared density esti-
mates by showing that they often assign higher likelihoods
10 00D dta than to in-distribution data (Nalisnick et al.
2019u; Choi et al., 2019). Many complex dats distributions
can be explained o a lrge degree by low-level features,
eg. edges in images. However, such features do ot ex

BIVA.

A Very Deep Hierarchy of Latent Variables for

Generative Modeling

One of the key aspirations in recent machine leaming research s to buikd models that wnderstand
the world (24, 40, 11, 57). Generative models are providing

snlabeled data in order 0 model a compln data ditributon, .5, naturalimages,txt,and audi.
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Abstract

‘With the introduction of the variational autoencoder (VAE). probabilistic latent

variable model

Is have received renewed

attention as powerful generative models

However, their performance in terms of test likelihood and quality of generated

altemative that scales well to high-dimensional data, In this paper we close the
pformence gap by consecting VA madels el can elfctirely iz 4 deep

hicearchy of
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results by gencrative adversarial

the means to learn from a plethora of

o whoeh they were traincd on. The range of applications that come with ‘enerative models
and

vast, where (38, 31, 44] are examples hereof.

Generative models can

The three main classes of
based models [8, 9. 21, 16], and probubilistic lateat variabl
autorcgressive models, such as the PixelRNN and the PixclCNN (57, 45], have achieved superior

be hmadl) divided into explicit and implicit density models. The generative
adversarial network (GAN) (11]is an exampie of an implicit model. since it is not possible to procure
a likelihood estimation from this model framework. The focus of this research is instead within
‘explicit density models, for which a tractable of approximate likelihood estimation can be performe

¢ models 126,57), flow-
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plain high.

the data
detection (Ren et al, 2019; Nalisnick et al., 2019a)

In this paper, we examine the failure cases of deep generu
tive models 0n OOD detection tasks within the context of
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ON SCALING CONTRASTIVE REPRESENTATIONS
FOR LOW-RESOURCE SPEECH RECOGNITION
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ABSTRACT

Recent advances i self-supervised leaming through con
trastive training have shown that it s possible (0 learm a com-
petitive speech recognition system with as lttle as 10 min-
utes of labeled data. However, these systems are computa-
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Ihtlnmplnaunmlly demanding wav2vee 2.0 framework. We
formance to decrease without fine-tuning and, in the
et Ve setting, wav2vee 2.0 is inferior to its
predecessor. In addition, we find that wav2vec 2.0 represen
tations live in a low dimensional subspace and that decorrelat-
ing the features of the representations can stabilize training of
the automatic speech recognizes. Finally, we propase a bidi-
rectional extension to the original wav2vec framework that
consisteatly improves performance.
Index Terms— wtomatic speech recognition, wnsuper-
vised leaming,  semi-supervised leaming. scif-supervised
Ieaming, repeescntation leamning

1. INTRODUCTION

Unsupervised leaming for automatic speech recognition
(ASR) has recently gained significant attention (1, 2. 3, 4,
5.6, 7.8, 9] While the majority of work has focused on
leaming representatons encoding the nput fo downsiream
tasks (1,2, 4,5, 6,8, 9]. the most promising results have been
schioved it o wa2in; 20 Gsebeck () wha &
pee-trained model is fine-tuned for

Fig. 1. The wav2vec 2.0 framework (3]. The model is trained
1o identify the correct quantized target correspoading to the
masked latent representations. The two proposed configura-
tions have 95 and 317 million parameters respectively.
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Fig. 2. The wav2vee framework [1] extended with a back-
ward context network (shaded area). The two context net-
works are independent, bot are trained jointly with a shared
encoder. The original model has 33 million parameters, while
ly has 18 million.

ever, these models are c expensive due e
Hieg araoma of msaey Jtmenvs it byecs. This
coatradicts the proenise of easily applying these representa-
tions for new ASR models on low resource languages [3].

In contrast to wav2vec 2.0, its predecessor (Fig. 2) does
not require finc-tuning as leamed ntations are used di-
rectly as input for an ASR model [1]. In addition, the pre-
trained model has an ocder of magnitude fewer parameters
than the large configuration of wav2vec 20. Becawse the

very similar, - i

for training an ASR model. Trining on exracid represcna-
tions offers a light-weight altemative o the computationally
expensive fine-tuning procedure described in [3].

‘We study how representations from the two versioas of the
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Prior to this presentation, our Al has learned

+15,000,000

calls to medical command centers.



2016, we started where urgency is highest

Emergencies are our
beachhead market,
helping where It matters
the most and getting the
best data.




dr

Servicing +50 million yearly encounters

We service customers in Europe
and USA with some of the best
annotated healthcare data,
continuously improving the Al.
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Our technology can solve the biggest challenges
for healthcare services

Healthcare worker Citizens Organization

Burnout and Churn Healthcare Quality Trust and Credibility

2"Stress on the front lines of covid-19 - The Washington Post." 6 Apr. 2021, https://wapo.st/3GRjnUy Cort|
3 "The longitudinal study of turnover and the cost of turnover in EMS." 11 June 2010, https://bit.ly/3v8DiMz

le 1 “EMS services warn of ‘crippling labor shortage' undermining 911 system.” NBC News. 8 Oct. 2021, https://nbcnews.to/3M2PtAp



https://nbcnews.to/3M2PtAp
https://wapo.st/3GRjnUy
https://bit.ly/3v8DiMz
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Corti analyzes 100% of your communication

Call Initiated Semantics Machine Learning Corti Al

. J

Dialogue

Sounds .

Non-Dialogue

Recommendations

Automatic annotations of all communication

Question Al-Symptom Al-Warning
Initial Inquiry Dizziness I Potential Stroke

00:00 m 12 79 G B = 10026
Ml ‘ ‘ ool

Al-Symptom
Headache
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What we are most commonly known for

Triage a patient through workflow software with
Intelligent decision support

BBBBBBBB

Chief Complaint

* Link to video
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https://drive.google.com/file/d/1vGgRl_1y3JuzVvSmOd_SIxFAZ5xwi0gx/view?usp=sharing
http://drive.google.com/file/d/1vGgRl_1y3JuzVvSmOd_SIxFAZ5xwi0gx/view
http://drive.google.com/file/d/1vGgRl_1y3JuzVvSmOd_SIxFAZ5xwi0gx/view

Reduced call duration in Sweden by +20%

“Our more than 800 operators use Corti for safer and faster medical
triaging. This has allowed us to significantly increase patient safety

through protocol adherence, while reducing average call duration by
more than 20 percent and counting.”

* Link to video
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http://www.youtube.com/watch?v=jCK5j5cWkgk
http://www.youtube.com/watch?v=jCK5j5cWkgk
https://youtu.be/jCK5j5cWkgk?t=131

Following the patient journey

Since 2016, we have optimized towards supporting the
entire healthcare value chain

Jill, a Seattle resident, feels
terrible. She calls 911.

oA

(Jcorti

Joe, the dispatcher, does not consider
this an acute emergency.
He redirects to a nurse line.

v

Jane, the Nursgin Dallas, finds it
necessary to arra for a Telemedicine
call.

She arranges a MD call.

Brian, the Nurse in Inglewood, finds it

necessary for a physical consultation.
She arranges the consultation.

v

d

Jannet, the Doctor in Seattle, finds the
need for a procedure.
She arranges the procedure.

X5

Gad

|
Donald, the%tuon in Seattle,

performs the procedure.

$

He wishes Jill all the best. @

»
>

R
Q
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Example: Alleviating the administrative burden

Corti Code documents the patient interaction

< #2007892 |

15
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How It works
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recording is ready
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Recent Example: Winning a +100 hospital health provider
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ICD-10 coding from audio in competition with a large set

of companies

Corti Code

Al-Powered Medical Coding

Executive and Technical Report

-> +75% of consultations are fully
automated by Al.

-> +95% of consultations are gets

the right code(s) through a top-5
recommendation engine.
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Contact
Lars Maalge
Co-founder & CTO
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