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What is a language model?

What is the next word in this -
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Language modeling: given text, estimate the probability distribution of the next word
(usually based on huge text corpora)
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Pre-trained language models
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Pre-training Fine-Tuning

NLP since ~2018: pre-train LMs and fine-tune representations on tasks lw

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding (Devlin et al., NAACL 2019) g

i


https://aclanthology.org/N19-1423
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Language models

Zero-shot Translate English to French: task description
. cheese => prompt
Paradigm
[ °
Shlft IN NI_P Translate English to French: task description
S|nce ~2021 One-shot sea otter => loutre de mer example
"Any" task cheese => prompt
can be cast as
Translate English to French: task description
language
. sea otter => loutre de mer examples
modeling | -
Few-shot peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Language Models are Few-Shot Learners (Brown et al., NeurIPS 2020) GPT3


https://arxiv.org/abs/2005.14165
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Language models

[ "translate English to German: That is good."

"Das ist gut."]
course is jumping well."

[ "cola sentence: The

"not acceptable"]
"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field."

15

4 . . . )
summarize: state authorities

dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county.”

\ J

Exploring the limits of transfer learning with a unified text-to-text transformer (Raffel et al., IMLR 2020)



https://jmlr.org/papers/volume21/20-074/20-074.pdf
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Language models

Instruction finetuning

Please answer the following question.

What is the boiling point of Nitrogen?
A

-320.4F
Chain-of-thought finetuning

—

P

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

)
=4

The cafeteria had 23 apples
Flan-PaLM originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more

how many apples do they have? Lan apples, so they have 3+ 6 =9,
model s J

Multi-task instruction finetuning (1.8 tasks)

Inference: generalization to unseen tasks

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

Scaling Instruction-Finetuned Language Models (Chung et al., 2022)



https://arxiv.org/abs/2210.11416
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Text-to-image
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Text-to-code with language models

Ve

[ Exemplars ]

Q: Who edited a film that M1 and M2 produced
A: <Exemplar Answer> ...

[ Subproblems ]

Q: What was directed by M3
A: <Predicted Answer> ...

[ Input ]
Q: What was produced by an art director that
M1 and M2 employed and was directed by M3

.

e

02/12/2022

-

J

[ Output ]

A: SELECT DISTINCT WHERE {
?x0 produced_by ?x1 . ?x1 a art_director .

M1 employed ?x1 . M2 employed ?x1 .
?x0 directed_by M3 }

[ Knowledge base J

|

answer

Compositional semantic parsing with large language models (Drozdov et al., 2022)



https://arxiv.org/abs/2209.15003
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Language models

Masked/bidirectional LMs:
e ELMo (Peters et al., 2018)
e BERT (Devlin et al., 2019)

« RoBERTa (Liu et al., 2019)

02/12/2022

Causal/generative/autoregressive LMs:
 GPT-2 (Radford et al., 2018)
GPT-3 (Brown et al., 2020)
T5 (Raffel et al., 2019)

TO (Sanh et al., 2021)

BART (Lewis et al., 2020)
FLAN (Wei et al., 2021)

All trained (almost) only on
English text



https://www.aclweb.org/anthology/N18-1202
https://www.aclweb.org/anthology/N19-1423
https://arxiv.org/abs/1907.11692
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/2110.08207
https://aclanthology.org/2020.acl-main.703/
https://arxiv.org/abs/2109.01652
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Resource disparity for languages
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The State and Fate of Linquistic Diversity and Inclusion in the NLP World

(Joshi et al., ACL 2020)


https://aclanthology.org/2020.acl-main.560
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Multilingual language models

e mBERT (Devlin et al.,, 2019)

« XLM, XLM-R (Conneau et al., 2020)
« mBART (Liu et al., 2020)

* mT5 (Xue et al., 2021)

« XGLM (Lin et al., 2021)

e BLOOM (Le Scao et al., 2022)

a BigScience initiative

BLIEM

176B params - 59 languages - Open-access



https://www.aclweb.org/anthology/N19-1423
https://aclanthology.org/2020.acl-main.747/
https://aclanthology.org/2020.tacl-1.47/
https://aclanthology.org/2021.naacl-main.41/
https://arxiv.org/abs/2112.10668
https://arxiv.org/abs/2211.05100

Pages of mC4 training text

% of corpus
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Language distribution in multilingual language models
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MmT5: A Massively Multilingual Pre-trained Text-to-Text Transformer (Xue et al., NAACL 2021)
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BLOOM: A 176B-Parameter Open-Access Multilingual Language Model (Le Scao et al,, 2022)



https://aclanthology.org/2021.naacl-main.41
https://arxiv.org/abs/2211.05100

Accuracy
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Diminishing returns?

Newer and larger models perform better but
require more and more resources and energy

02/12/2022 13

Megatron 530B
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Language Models are Few-Shot Learners (Brown Towards Climate Awareness in NLP

et al., NeurIPS 2020) Research (Hershcovich et al., EMNLP 2022)


https://arxiv.org/abs/2205.05071
https://arxiv.org/abs/2205.05071
https://arxiv.org/abs/2005.14165
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Can we do more with less data?

Explicit meaning
representation
can be worth
gigabytes of
text data...

@

¥

OQ

Performance

Understanding

Generalization

02/12/2022 14

Inductive bias
Access to structured data

Reasoning ability

Interpretability
Theoretical analysis

Fine-grained control

Languages
Domains
Tasks
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Finding meaning by decomposition

[Meaning], [Representation] and [Parsing]
1. What we mean, 2. How to represent (something), 3. How to parse (something)

[Meaning Representation] and [Parsing]
1. How to represent what we mean, 2. How to parse (something)

[Meaning [Representation and Parsing]]
1. How to represent what we mean, 2. How to parse what we mean

[Meaning Representation] and [Parsing (to Meaning Representation)]
1. How to represent what we mean, 2. How to parse (1)
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Meaning in text-to-image

A bat is flying over a

baseball stadium a seal Is opening a letter

DALLE-2 is Seeing Double: Flaws in Word-to-Concept Mapping in Text2Image Models (Rassin et al., BlackboxNLP
2022)



https://arxiv.org/abs/2210.10606
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Meaning in text-to-code
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What (was produced by ((a art director) that (M1 and M2 employed)) and (was directed by M3))

4

N

What (was produced by ((a art director) that (M1 and M2 employed))) What (was directed by M3)

4

N

What (was produced by (a art director))

What (was produced by ((a art director) that (M1 employed)))

Compositional semantic parsing with large language models (Drozdov et al., 2022)



https://arxiv.org/abs/2209.15003
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Meaning representation for analysis of language models

Context: A piece of paper was
later found on which he had

writt 7’7 his last statements i ~Generalized Quantifiers Logical Denotation ~ ROBERTa avg. acc.

two languages, Latin Some(ANB) = | ANBAo 837
and German. Only all(A)(B) = 1 ACB 85.3
one statement was in more than k the(A)(B) =1 |ANB| > k 68.2

I ati d th n G less than k the(A)(B) = 1 |ANB| <k g
atin and the rest in German. k (A)(B) = 1 AN B| =k 91.7
Question: /n what language between p and k the(A)(B)=1 p<|ANB| <k 8‘;68
were most statements the p/k (A)(B) = 1 |AN B| p (|A]/k) 77.8
most (A)(B) =1 |AN B| > |A\B| 0.9

Answer: German few (A)(B) = 1 |[AN B| < |A\B| :
. each other (A)(B) = 1 Va € (AN B)3 € 78.3
Predicted answer (AN B)(a # b) 84.1

(RoBERTa): Latin and German

Generalized Quantifiers as a Source of Error in Multilingual NLU Benchmarks (Cui et al., NAACL 2022)



https://arxiv.org/abs/2204.10615
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Meaning representation frameworks

UCCA

While

playing children

about themselves

top

DM

While  playing , children learn about  themselves

ARG1 ARG1 ARG2

Multitask Parsing Across Semantic Representations (Hershcovich et al., ACL 2018)



https://aclanthology.org/P18-1035
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Universal Conceptual Cognitive Annotation (UCCA)

Design principles

 Cross-linguistic portability and stability
 Accessibility to non-expert annotators
« Modularity of semantic components

Corpora

 English, German, French, Russian, Hebrew & Turkish

Applications

 Text simplification

« Machine translation

« Relation extraction
 Textual process description

Universal Conceptual Cognitive Annotation (UCCA) (Abend & Rappoport, ACL 2013)



https://aclanthology.org/P13-1023
https://aclanthology.org/P13-1023
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UCCA example

4

Meaning
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L parsing

02/12/2022

21



&® UNIVERSITY OF COPENHAGEN 02/12/2022 22

Implicit relations in UCCA
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r .

Refining Implicit Argument Annotation for UCCA (Cui & Hershcovich, DMR 2020)
Great Service! Fine-grained Parsing of Implicit Arguments (Cui & Hershcovich, IWPT 2021)



https://aclanthology.org/2020.dmr-1.5
https://aclanthology.org/2021.iwpt-1.7
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Cross-linguistic stability in UCCA

— -

e )

Violence in video games hardens children to unethical acts

Vold i videospil  heerder bgrn  til uetiske handlinger

23
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UCCA parsing
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Successful cross-lingual transfer

84.84.1
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75.2
| | A48.7

71 4 (2.8

83.2
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76:7
/3.9 73.1
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English-Wiki En lish-Wiki English-20K En lish-20K German-20K German-20K French- ZIJK
(closed) :::pen} (closed) Dpen] (closed) (open) (open)

SemEval-2019 Task 1: Cross-lingual Semantic Parsing with UCCA (Hershcovich et al., SemEval 2019)

24


https://aclanthology.org/S19-2001
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Meaning representation parsing

02/12/2022

25

in different languages

Successful monolingual parsing

Engllsh Chinese  German Czech German
g S S . 23 5 2 = 5 &
- S [ Z:l g | = 2 g — - » = S N o o
g S| & x| S = © B Z| = o D] 2 2 2
=[2]% S|z I oy - s = x| 2
S| s - <| s = ol
A =
E
= =
+ 3
%
AMR DRG EDS PTG UCCA AMR DRG EDS PTG UCCA

MRP 2020: The Second Shared Task on Cross-Framework and Cross-Lingual Meaning Representation Parsing

(Oepen et al., CoNLL 2020)


https://aclanthology.org/2020.conll-shared.1
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Uniform Meaning Representation
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26

Designing a Uniform Meaning Representation for Natural Language Processing (Van Gysel et al., KI - Kuinstliche

Intelligenz 2021)


https://link.springer.com/article/10.1007/s13218-021-00722-w
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Compositional generalization

7y

"THE ABILITY TO SYSTEMATICALLY GENERALIZE TO

COMPOSED TEST EXAMPLES OF A CERTAIN
DISTRIBUTION AFTER BEING EXPOSED TO THE

NECESSARY COMPONENTS bpurinG

TRAINING ON A DIFFERENT DISTRIBUTION™

Train set Test set

Who directed inception? Did Greta Gerwig direct Goldfinger?
Did Greta Gerwig produce Goldfinger? Who produced inception?



https://openreview.net/pdf?id=SygcCnNKwr
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Multilingual Compositional Wikidata Questions (MCWQ)

Lang. Question

En  Did Lohengrin’s male actor marry Margarete Joswig

He MO0 DY [ANNN Y2017 79 M2 N [PNY N OXND
Kpn dre@ofi® ugd PZobd S Jordmenth drerisoe dleedrt

. , bhs jo fE
Zh  Lohengrin [{] 5 A %% | Margarete Joswig 15 nswer

SPARQL Query: |
ASK WHERE { 7x0 wdt:P453 wd:Q50807639 . ?x0

wdt:P21 wd:Q6581097 . 7x0 wdt:P26 wd:Q1560129 > ‘“ ‘II
FILTER ( 7x0 !'= wd:Q1560129 )} WIKIDATA

Compositional Generalization in Multilingual Semantic Parsing over Wikidata (Cui et al., TACL 2022)


https://arxiv.org/abs/2108.03509
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MCWQ

\/ Multilingual compositional
generalization benchmark

- mT5 achieves similar within-language
generalization across languages

@ Zero-shot cross-lingual generalization fails



Limitations of compositional generalization benchmarks

Synthetic & unnatural data

Mostly automatic translation

No cultural adaptation
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Social factors

NLP is for people (not just languages)

communicative goal
culture & ideology

social norm

social relation

speaker receiver

The Importance of Modeling Social Factors of Language: Theory and Practice
(Hovy & Yang, NAACL 2021)



https://aclanthology.org/2021.naacl-main.49
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Social bias in language models

Models Demographics Alignment

pert-base-casd Br00%202. 0262008
pert-base-uncased 20”805 . 022576003
bert-base-multilingual-cased l ) H E @ . f:g ﬁ ‘? . ﬂ Qg & . i !
bert-large-cased =N § Boll BN EoE SN oK Y E=¥
pert lrge uncased 2£80H 062 40720003
distilbert-base-uncased 2250020802500 800
albert-base-v2 620020067 .220B"0T
abert lrge-12 $°5H60M" 082 250
albert crlarge v2 §22026°.02032000
oberta-base 2T PT600A%T . 28020
cberta-lage 2@ . AB"%e06N2-30
google/electra-largegenerator P . A T SO T L & T 28 00 F
google/electra-small-generator €& P U4 &2 T O N2 -2 0 F
gpt2 202006022990 2200 8
gpt2-medium Bo Nl Bl Bo¥ EiBoNol Bkl |
gpt2-large 229507 A O2EZ020@
gpt2-xl 2E227200600282 RO
Group 2 F &0 6 6206 - Z 2 © @ ¥
MeanRank 31 34 40 61 61 81 81 92 98 99 103 103 108 11.1 120 138

Sociolectal Analysis of Pretrained Language Models
(Zhang et al., EMNLP 2021)



https://aclanthology.org/2021.emnlp-main.375
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Cultural awareness in NLP

Objectives and Values

A

Linguistic Form and Style

Challenges and Strategies in Cross-Cultural NLP
(Hershcovich et al., ACL 2022)



https://arxiv.org/abs/2203.10020
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How we express
ourselves In
language

Morphosyntax

Word choice

Style
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Levels of granularity

Linguistic and cultural variation within groups

QL

Idiolect Sociolect, Standardised Language,
Individula?" dialect language language
personality Social group or region,  Country, national f 'I
amily
sub-culture culture

International cultures
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Common ground AL

Shared

knowledge based -
on which people f

reason anc _
] Commonsense
communicate :
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Commonsense : ]
[ Color of wedding dress |
S ome ' In traditional [X] weddings, the color of wedding dress is usually [MASK]. - | ‘
knowledge is [ areeRe [x) <R A gee 1 AT 7 T SFGR TR [MASK] BT 21 -< ,,,,,,
1 u n ive rsa I II, , |
Ot h er Ccu |tu fe- ' Kwenye harusi za kitamaduni nchini [X], rangi ya mavazi ya bibi harusi huwa [MASK] 7-
specific | |
[X] (Country name) - [X] (Country name) -
"y American = white ARDT L= e (white) (
Chinese red EIGI dTd (red)
Indian - red HRAIT - dIdT (red)
Iranian —— white R —— g (white)
Kenyan white G g (white)

GeoMLAMA: Geo-Diverse Commonsense Probing on Multilingual Pre-Trained Language Models
(Yin et al.,, EMNLP 2022)



https://arxiv.org/abs/2205.12247

o? UNIVERSITY OF COPENHAGEN

02/12/2022 38

Aboutness =

What content do people care about?

Natural Questions MLQA

® Entities

=
;

N e T 7 Experiences

T - =TT T
e e . Twame =T -

TyDi-QA (English)

]

TyDi-QA (Swa

E T LTE

i

T

ili)

| fl . : E‘ Aspects

-,

.

st

Dataset G__ebqraphv: Mapping Lénquaqe Data to Léhquaqe Users (Faisél et al., ACL 2022)



https://aclanthology.org/2022.acl-long.239
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c@
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R \ eo\"b
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) R N & x< Q
Q9 \(\6 W O WO & ?‘ac,\sc-e%

Turkey 18.690817 12.002849 galvzXiierays 18.402661 = -29.212504

Philippines 69.966500 32.454340 ElR:ELLLIE  68.080674 R LRZAVALCN 127.777309
-44.124610 o o -98.111277

Romania 44.302007 28.049334 1.360547

Vietham 19.073573 | 36.610564 11.822331 53.483910 SeZEEEE -167.303567
Malaysia 35.838607 00 0.000000 35.835262 82.649935 45.570108

Korea South ER:GRAREAIVA -14.096250 9.924329 43.353994 5.085976

Greece (WL EILl  -8.447076 -2 1583 BN:R AN AV -95.508714

-23.384572 -60.234540 -74.847725

Iran 45.482057 24.832506 [ExxEeilLl1:

Germany CIAAAaRE 23.726717 35.012510 96.525180 60.957147 | -24.038782 . . .
_ —TTrem Cultures and Organizations: Software of the Mind

Indonesia 39.311610 ‘ 40.816592 24.227209

: , (Hofstede, 1991)
Pakistan 64.237824 [Ilsiel N 44.611927 154.195160 | 19.852991
Serbia -61.397906 -56.702120 -81.248254 -75.697432 : | 38.726297 ,".‘g\-\}\

Wi o
. . o
Probing Pre-Trained Language Models for Cross- S N\

Cultural Differences in Values (Arora et al., 2022) World Values Survey
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Value bias in language models

Values are altered
to reflect US culture | B

*

* ok ok

(translation)

“1.Tam in favor of

limiting immigration.
2.1am in favor of

Situationen berwinden oder Angste . ||m|t|ng Immlg ratlon for

aushalten, die uns wahrscheinlich summarize . .

schlichtweg zusammenbrechen lieBen. h uman |ta Flan reasons.

Deshalb missen wir beim Umgang mit

Menschen, die jetzt zu uns kommen, 3 I am |n favor Of

einige klare Grundsatze gelten lassen.

Diese Grundsatze entstammen nicht | |m |t| ng |m m |g rat|o n fo I

mehr und nicht weniger als unserem

Grundgesetz, unserer Verfassung. econom |C reasons. "

Die allermeisten von uns kennen den
Zustand volliger Erschopfung auf der
Flucht, verbunden mit Angst um das
eigene Leben oder das Leben der Kinder
oder der Partner, zum Glick nicht.
Menschen, die sich zum Beispiel aus
Eritrea, aus Syrien oder dem Nordirak auf
den Weg machen, mussen oft

The Ghost in the Machine has an American accent: value conflict in GPT-3 (Johnson et al., 2022)



https://arxiv.org/abs/2203.07785
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Strategies

ih. 2

DATA MODELS

Culture-sensitive curation

Culturally diverse collection

Native data or culturally sensitive translation
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TASKS

Style transfer

Entity adaptation

Explanation by analogy
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Tasks
Entity adaptation
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Recipe adaptation

T saw Merkel eating a Berliner
from Dietsch on the ICE”

\ 4

I saw Biden eating a Boston Cream
from Dunkin’ Donuts on the Acela

Adapting Entities across Lanquages and Cultures

(Peskov et al., Findings 2021)
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Chinese Okra Salad

Ingredients
8 0z (225 g) okra
2 teaspoons light soy sauce (or soy sauce)
1/2 teaspoons green Sichuan pepper oil (or more to taste)
Instructions
Bring a medium pot of water to a boil. Add 1 teaspoon vegetable oil and a pinch of salt...

FKE—4,
#) ..
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Summary

Objectives and Values
A

oo Linguistic Form and Style
-

v Aboutness
‘ Common Ground
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(Multilingual) language models
are getting better and better

Meaning representations help with
efficiency, interpretability, control

We must consider culture in cross-

lingual/multilingual NLP
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