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Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Opportunities

Citation Gaps

• Complex verification needs29, 30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29, 31

• Incorporating external knowledge bases for
source attributability29

• Source attribution: training data vs.
extrapolation

Grounding
Deficiency

• Hallucinations and
incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-
date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32, 34

• Modular framework (SmartBook35, Knowledge
Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious
headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by
assessing alignment, contradiction or
relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17, 37, 38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on
user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence
misinterpreted as authority39

• Complexity of outputs40

• Awareness39, 41

• Enhanced model documentation39

• Adoption of ethical frameworks11, 39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but
factually incorrect content42

• Increased potential for non-
factual generations43

• Augmenting LLMs with external knowledge
and feedback for accurate responses42

• Dynamic decoding strategies (factual-
nucleus sampling)43, 44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent
responses
• Reducing the trade-off between fluency and
factuality
• Leveraging fluency for real-time fact-checking
in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated
Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and
invalid information48

• Prohibitive re-training costs49

• Knowledge editing47, 48, 50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit
knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training
data

Unreliable
Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57, 58

• Mixed performance on misinformation
detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection
in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing
ethical implications in domains such as healthcare and law. While these surveys provided extensive coverage, they primarily
focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs
in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the
role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and
grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.
We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling
malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more
traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users
have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for
malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing
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• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but
factually incorrect content42

• Increased potential for non-
factual generations43

• Augmenting LLMs with external knowledge
and feedback for accurate responses42

• Dynamic decoding strategies (factual-
nucleus sampling)43, 44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent
responses
• Reducing the trade-off between fluency and
factuality
• Leveraging fluency for real-time fact-checking
in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated
Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and
invalid information48

• Prohibitive re-training costs49

• Knowledge editing47, 48, 50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit
knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training
data

Unreliable
Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57, 58

• Mixed performance on misinformation
detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection
in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing
ethical implications in domains such as healthcare and law. While these surveys provided extensive coverage, they primarily
focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs
in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the
role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and
grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.
We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling
malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more
traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users
have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for
malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing
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The Conventional Fact Checking Pipeline

Claim Check-Worthiness 
Detection

Evidence Document Retrieval

“Augenstein has published … and 
has received several awards, 
including the Google Faculty 

Research Award in 2020.”

not check-worthy

check-worthy

”Augenstein has received the 
Google Faculty Research Award in 
2020.”

Stance Detection / Textual 
Entailment

Veracity Prediction

”Augenstein has received the Google Faculty
Research Award in 2020.; ”Past programs: 
Faculty research awards program (2005-2019), 
Focused research awards (2009-2020), …”

positive

negative
neutral

true

false
not enough info

“Augenstein has published … and 
has received several awards, 
including the Google Faculty 

Research Award in 2020.”



Fact Checking and Correction of Machine-Generated Misinformation
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Data Collection of Machine-Generated Misinformation

Figure 1: Claim analysis: (1) whether raters can de-
termine the factuality of a claim depending on the
automatically-collected evidence (Yes/No); (2) does the
evidence support the claim (CP: completely support, PS:
partially support, RE: refute, IR: irrelevant); (3) does
the claim need to be corrected. NA (17) refers to 16
opinion-claims + 1 not-a-claim.

concern with almost the whole response given their457

importance. We analyse annotations of 661 check-458

worthy claims from two perspectives.459

Can raters determine the factuality of a claim460

depending on the automatically-collected evi-461

dence? For 439 claims, annotators can determine462

true or false with automatic evidence, while 222463

claims (one-third) need further manual retrieval to464

make judgements. Among the 222 claims, 125 true465

claims fall into domain knowledge and information466

that is less known by the external people given a467

country, region, company, or an individual. The468

other half are either factually-incorrect claims (76)469

or undetermined claims without sufficient evidence470

despite manual retrieval (21), shown in Figure 6.471

This suggests the ineffectiveness of the auto-472

matic evidence retrieval methods on collecting473

rare knowledge and evidence conditioned on false474

premises (claims). However, it may also reply that475

not all facts have been presented by textual de-476

scriptions directly. Some facts are unknown by477

the public, and some require connecting and rea-478

soning knowledge from multiple sources, e.g., did479

Aristotle use a laptop? (Geva et al., 2021).480

How many claims need to be corrected? In481

Figure 1, about a quarter (159/661) of claims are482

factually incorrect and need to be corrected. 30483

claims are undetermined due to inadequate related484

information and knowledge even with manual re-485

trieval. It is hard to obtain reliable related infor-486

mation about these cases by searching publicly-487

available sources. They involve expert-level knowl-488

edge (e.g., gene, water memory, black hole) and489

private details of an individual, organisation, or490

country (personal awards and preferences, revenue491

of a company), which are only known by a small492

group of people, such as domain experts or internal493

individuals who are familiar with the event.494

Original vs. revised responses We quantify 495

the difference between the original responses and 496

the human-revised responses over the 61 false re- 497

sponses, showing that the normalised edit distance 498

is 0.354, word overlap is 0.715, while semantically, 499

BERTScore-F1 is 0.955 and cosine similarity based 500

on SimCSE (Roberta-large) is 0.912. This implies 501

that the core content of LLM answers is mostly cor- 502

rect, but minor factual mistakes are easily made by 503

LLMs in detail, leading to high semantic similarity 504

but multiple lexical edits in small errors. 505

Summary The dataset consists of 94 ChatGPT 506

(prompt, response) pairs. Each sample has detailed 507

labels concerning the verification: elements of de- 508

contextualised sentences, atomic claims, the impor- 509

tance degree of the sentence, claim to the response, 510

five pieces of evidence for a claim, the relationship 511

between a claim and evidence, factual label (true 512

or false) and revised version of claims, sentences, 513

and the response. 514

4 Unit Test for Fact-checkers 515

In this section, we compare the results of auto- 516

matic methods that are commonly used in current 517

fact-checking systems (e.g., RARR, FActScore, 518

FacTool) for subtasks with human annotations. We 519

first compare the automatic and human-annotated 520

decomposition of atomic claim, and then evaluate 521

five subtasks: (1) identify whether the sentence 522

contains a factual statement; (2) detect the check- 523

worthiness of a claim by categories of factual, opin- 524

ion, not a claim and other; (3) judge the stance of a 525

given evidence against a claim, whether it supports, 526

partially supports, refutes or is irrelevant to the 527

claim; (4) determine whether a claim is factually 528

true or false, give a claim without “gold evidence”, 529

if false, revise it into a correct one; (5) edit a list 530

of originally-true or revised claims into a new re- 531

sponse, given the original response, to correct the 532

factual errors while preserving the linguistic fea- 533

tures and style of the original. 534

Other steps are excluded because they are either 535

relatively easy for current techniques (e.g., splitting 536

a document into sentences), or results of automatic 537

approaches have been compared against human 538

annotations in data analysis, such as the relevance 539

or quality of the automatically-retrieved evidence. 540

4.1 Automatic vs. Manual Decomposition 541

For 66/277 checkworthy sentences, the number of 542

decomposed atomic claims is different between au- 543
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tomatic breaking-down by ChatGPT and manual544

annotations. Amongst, more claims decomposed545

by the automatic method than humans for 48 sen-546

tences, and fewer claims for 18 sentences. This547

exhibits that human annotators add extra claims548

to only a small number of sentences. In most549

cases, the automatic approach decomposes sen-550

tences into an equal number of claims or even more551

fine-grained than humans.552

For the rest 211 sentences, human and ChatGPT553

decompose the sentence into the same number of554

claims, 521 claims are involved. This enables pair-555

wise claim comparison between the human anno-556

tation and automatic method. We calculate the557

lexical similarity and distance: normalized edit dis-558

tance=0.11, n-gram distance=0.11, and word over-559

lap=0.88 demonstrating high agreement between560

human annotation and ChatGPT decomposition.561

4.2 Checkworthiness562

We apply ChatGPT to identify if decomposed sen-563

tences and claims are verifiable objective facts or564

statements containing personal opinions.565

Subtask 1 and 2 We identify whether a sentence566

contains a factual statement by a binary label (yes567

or no) and whether a claim is checkworthy by568

four labels (factual claim, opinion, not-a-claim and569

other). The accuracy for subtask 1 by majority570

guess (always checkworthy) will be 277/311=0.891571

and the baseline for subtask 2: claim classification572

is 661/678 = 0.975. They are superior to using the573

prompt based on ChatGPT: the accuracy is 0.814574

and 0.932 respectively. However, this is mainly575

attributed to the extremely-unbalanced data. Practi-576

cally, our aim is to make distinctions. It’s critical to577

consider recall: ChatGPT is much better than the578

majority guess (see Table 3).579

The confusion matrix in Figure 9 shows that580

46 checkworthy sentences are identified as non-581

checkworthy, accounting for 15%. Factual claims582

could be recognized into any of the four labels, and583

real opinions tend to be identified as factual claims,584

even more than the opinion.585

4.3 Verification586

Subtask 3 classifies whether the evidence fully587

supports, partly supports, refutes, or is irrelevant588

to the claim, given a (claim, evidence) pair. We589

use zero-shot prompting based on ChatGPT and590

LLaMA2 (7B), and find that LLaMA2 barely pre-591

dicts partial support and always misclassifies as592

Task Method Acc Prec Recall F1-macro

1 Always-checkworthy 0.891 0.445 0.500 0.471
1 ChatGPT 0.814 0.637 0.740 0.660

2 Always-checkworthy 0.975 0.325 0.333 0.329
2 ChatGPT 0.932 0.314 0.534 0.319

Table 3: Checkworthiness detection by majority guess:
Always-checkworthy vs. ChatGPT zero-shot prompt.
average=“macro” is used in precision (Pred), recall and
F1 calculation.

Method Acc Prec Recall F1-macro

Four-label space
Random guess 0.255 0.258 0.264 0.215
LLaMA2-zeroshot 0.202 0.324 0.280 0.155
ChatGPT-zeroshot 0.365 0.402 0.439 0.332

Three-label space
ChatGPT-zeroshot 0.567 0.506 0.588 0.483
LLaMA2-zeroshot 0.401 0.407 0.384 0.299
RoBERTa-large-mnli 0.607 0.536 0.609 0.512

Table 4: Stance detection by ChatGPT and LLaMA2
zero-shot prompt. Three-label space merges complete
and partial support into one.

irrelevant, so we merge complete support and par- 593

tial support into a single label support. As results 594

shown in Table 4, three labels are easier for models 595

to predict with higher accuracy, but its absolute F1- 596

score is still less than 0.5, revealing the challenges 597

to distinguish the relationship between claim and 598

evidence by LLM in-context learning, especially 599

on the label of refute. Both LLaMA2 and ChatGPT 600

show around-0.1 F1 (see Table 10). We further use 601

a fine-tuned NLI model (RoBERTa-large-mnli) to 602

predict the stance, where entailment, contradiction, 603

and neutral correspond to labels of support, refute, 604

and irrelevant respectively. It performs better than 605

zero-shot ChatGPT, mainly being superior to pre- 606

dicting the label of support. 607

Subtask 4 determines whether the claim is true 608

or false by leveraging the evidences retrieved from 609

external knowledge sources. We evaluate the ver- 610

ification methods used in FActScore (Min et al., 611

2023) and FacTool (Chern et al., 2023), with vary- 612

ing evidence sources: Wikipedia (September 2023 613

dump) and web articles searched by Google. Com- 614

mercial verifier Perplexity.ai and the verifier im- 615

plemented with Google search + GPT-4 based on 616

the solution in this work (Factcheck-GPT) are also 617

evaluated. 618

Table 5 shows that false claims tend to be iden- 619

tified less accurately than true claims across all 620

approaches, implying that it is more difficult to 621
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Evaluation of Automatic Factcheck-GPT Pipeline

Verifier Source Label = True Label = False
Prec Recall F1 Prec Recall F1

Random NA 0.79 0.43 0.56 0.18 0.52 0.27
Always True NA 0.81 1.00 0.88 0.00 0.00 0.00
Always False NA 0.00 0.00 0.00 0.19 1.00 0.33

Inst-LLAMA Wiki 0.87 0.74 0.80 0.34 0.56 0.42
Inst-LLAMA Web 0.88 0.80 0.84 0.40 0.56 0.47
GPT-3.5-Turbo Wiki 0.87 0.67 0.76 0.31 0.60 0.41
GPT-3.5-Turbo Web 0.89 0.74 0.81 0.37 0.62 0.46

Perplexity.ai Web 0.93 0.73 0.83 0.40 0.76 0.53
Factcheck-GPT Web 0.90 0.71 0.79 0.52 0.80 0.63

Table 5: Verification results on our benchmark: judge
whether a claim is factually true or false with external
knowledge (Wikipedia or Web articles) as evidence.

detect factual errors than the correct statements.622

Factcheck-GPT performs the best on false claims623

with F1=0.63, and then Perplexity.ai by 0.53, fol-624

lowed by Instruction-LLaMA with web articles as625

evidence (F1=0.47/0.84), and verifying using GPT-626

3.5-Turbo exhibits slight declines. This reveals that627

current mainstreaming SOTA fact-checkers still628

have large room to improve on verification, particu-629

larly on false claims. Performance using Wikipedia630

as the source is inferior to using web articles, this631

is largely limited by the knowledge coverage of632

Wikipedia, esp. on open-domain benchmarks.633

4.4 Revision634

Subtask 5 Given the original false response, a635

list of revised true claims, ChatGPT and GPT-4 are636

prompted to revise the responses with/without the637

question, resulting in four revised responses.638

Which revised response is better? We evaluate639

by human and the intrinsic metrics. BERTScore640

measures semantic preservation between gold refer-641

ence answers and the edit-distance measures style642

preservation between original responses.643

In human evaluation, we use the criteria:644

whether the revised response (1) contain factual645

errors? (2) keep the style feature of the original646

response as much as possible? (3) is it natural, co-647

herent, and smooth as an answer? Criteria (1) is648

the most important, followed by (2) and (3). For649

instance, only A and B are factually correct, while650

A preserves more of the original response, thus A651

is better. If some responses are totally the same,652

raters can choose more than one. We collect 66653

preference labels for 61 examples.654

In case of personal preference bias from one or655

two raters, six raters are invited to choose their pre-656

ferred response and provide a brief reason. We also657

shuffled four revisions and show by “revision_x”658

(x=0,1,2,3), masking the real setting name to avoid659

possible inherent biases.660

Prompt model Edit-dis# WO" BS-F1" STS" Human

no-ques ChatGPT 0.207 0.864 0.953 0.937 10
no-ques GPT-4 0.275 0.789 0.954 0.931 28
with-ques ChatGPT 0.222 0.853 0.956 0.941 13
with-ques GPT-4 0.286 0.776 0.953 0.935 15

Table 6: Revision evaluation by intrinsic metrics and
human (how many responses are preferred). Edit dis-
tance (Edit-dis) and word overlap (WO) between re-
vised and the original responses. BERTScore (BS-F1)
and semantic textual similarity (STS) based on SimCSE
between the revised responses and human annotations.

In Table 6, intrinsic metric results show that re- 661

sponses revised by ChatGPT (GPT-3.5-turbo) are 662

better than GPT-4, which is against our experience 663

and observation (see examples in Appendix G). Hu- 664

man assessment exhibits that 43 GPT-4 responses 665

are preferred by raters and 23 from ChatGPT. Hu- 666

man is more satisfied with revisions without ques- 667

tions 38 vs. 28. This somewhat reflects the ineffec- 668

tiveness of intrinsic evaluation metrics. 669

Take-Away ChatGPT shows promising results 670

in atomic-claim decomposition, but low F1-score 671

in checkworthiness detection. Also, verification 672

remains challenging, especially when identifying 673

false claims, even if it involves harnessing external 674

knowledge. GPT-4 can generate sounding revised 675

responses based on true statements. It’s still an 676

open-question in terms of how to evaluate the qual- 677

ity of revised responses by intrinsic metrics. 678

5 Conclusion and Future Work 679

We proposed a fine-grained annotation framework 680

and constructed Factcheck-Bench, a benchmark 681

to evaluate automatic fact-checkers of LLM out- 682

put. The benchmark contains 678 open-domain 683

claims generated by LLMs, involving annotations 684

of eight subtasks for detecting and correcting the 685

factual errors in long documents. Human annota- 686

tions show that LLMs are prone to make factual er- 687

rors in expert-level knowledge and exclusive details 688

known by a small group of people. Experiments 689

show that current verifiers are struggling to identify 690

open-domain false claims with the best F1=0.63 691

even if using external knowledge. Additionally, 692

intrinsic measures based on edit distance and se- 693

mantic similarity are ineffective for evaluating the 694

edited responses against true evidence and the orig- 695

inal response, misaligning with human preferences. 696

We plan to explore this in future work. 697
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Take-Aways: Fact Checking of Machine-Generated Misinformation

● Overall Findings
○ Evidence retrieval significant bottleneck (only half of automatically retrieved 

evidence relevant to claim)
○ Factual inaccuracies difficult for LLMs to correct automatically (F1 of 0.63 for 

veracity prediction even with external knowledge)
○ Automatically evaluating the edited responses is difficult – intrinsic measures such 

as edit distance and semantic similarity are misaligned with human preferences

● Future Possibilities
○ Expand benchmark, including to more languages
○ Dealing with inter-claim dependencies
○ Better automatic judgement of relevance of retrieved evidence

Yuxia Wang et al. Factcheck-GPT: End-to-End Fine-Grained Document-Level Fact-Checking and Correction of LLM Output. In Findings of the 2024 
Conference on Empirical Methods in Natural Language Processing (EMNLP 2024), November 2024. 

https://arxiv.org/abs/2311.09000
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Overview of Today’s Talk

● Introduction
○ Factuality Challenges of Large Language Models

● Post-Hoc Detection and Correction of Factual Errors
○ Fact Checking and Correction of Machine-Generated Content

● Probing the Parametric Knowledge of Language Models
○ A Unified Framework for Input Feature Attribution Methods
○ Detecting Knowledge Conflicts of Language Models

● Conclusion
○ Wrap-up
○ Outlook



Parametric Knowledge and Attribution Methods

• Parametric Knowledge
• Knowledge acquired during training phase encoded in a LM’s weights

• Our study: change in knowledge acquired during LLM training and task-adaptive training for 
knowledge-intensive tasks (fact checking, QA, natural language inference)

• Attribution Methods unveil the LM’s parametric knowledge used to arrive at a LM’s 
prediction
• Previous methods operate on different levels (instance, neuron)

• Studied in isolation

• No consensus as to which methods work best best in which scenarios

We propose a unified evaluation framework that compares two streams of attribution 
methods, to provide a comprehensive understanding of a LM’s inner workings

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 
Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
https://arxiv.org/abs/2404.18655
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Parametric Knowledge and Attribution Methods

Instance Attribution (IA) : Find training instances that influence the parametric knowledge used by 
the model

• Provides a human-interpretable explanation of the model’s encoded parametric knowledge

Neuron Attribution (NA) : Locates specific neurons that hold the most important parametric 
knowledge

• Provides a fine-grained view of which neurons influenced the prediction

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 
Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.
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An Evaluation Framework for Attribution Methods

1) Aligning the Results of Attribution Methods

- Sufficiency
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Identify influential instances with NA results
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An Evaluation Framework for Attribution Methods

2) Tests
• Neuron Attribution Faithfulness Tests

• Fine-tuning with Influential Training Instances
Training Instances

sorted by overall influence
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Experimental Set-up

• Instance Attribution
• Influence Function (IF) (Koh and Liang, 2017), Gradient Similarity (GS) (Charpiat et al., 2019)

• Neuron Attribution
• The application of Integrated Gradient (Dai et al., 2022)

• Datasets
• AVeriTeC (Fact-checking) / MNLI (Natural language inference) / Commonsense QA (Question 

Answering)

• Models
• opt-125m / Pythia-410m / BLOOM-560m

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 
Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
https://arxiv.org/abs/2404.18655
https://2024.aclweb.org/


Neuron Attribution Faithfulness Tests

78
80
82
84
86
88
90

AVeriTEC MNLI CoS-QA

Sufficiency ⬆ with opt-125m

Random NA IF-Neuron GD-Neuron
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Comprehensiveness ⬇ with opt-125m

Random NA IF-Neuron GD-Neuron

Evaluation metrics
• Random: Randomly select the same number 

of neurons
• Sufficiency: Only use top-1 important neuron
• Comprehensiveness: Block top-100 neurons

Results
• Marginal differences among methods
• Only 1 neuron can recover prediction with above

70% accuracy
Ø Hypothesis: role of attention weights



Fine-tuning with Influential Training Instances

• NA-Instances-Least shows better performance than other least methods

• Counter-intuitive: why would IF-Least perform so well?

Ø Hypothesis: lack of diversity in selected instances



Diversity Analysis on the Group of Influential Training Instances
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Ø NA-Instances-Least results in more diverse instances and more diverse vocabulary than most other
methods
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Overlap Analysis of Attribution Methods

Figure 2: Performances with first n% training instances from each attribution method. For -most methods, top n%
training instances are selected. For -least methods, n% of negatively influential training instances from the bottom
of the list are selected.

ent impact on the performance between n% most in-

fluential training instances and n% least influential

training instances. The biggest gap in the accuracy
achieved between training with the most and least
influential ones is from the NA-Instances method
– an accuracy gap of 0.6 for the AVeriTeC dataset.
However, given that selecting the same proportion

of training instances at random outperforms the

attribution methods, we conclude that the influ-
ential training instances selected by IA methods
(IF, GS) do not provide any benefit for explaining
the performance of the final model. Unexpectedly,
the training instances selected by NA-Instances-
least achieve better performance in general than the
randomly selected ones on the MNLI dataset. Al-
though NA-Instances-least shows a different trend
on the AVeriTeC and MNLI datasets, it outperforms
other least influential groups. Since the group is
composed of training instances that have minimal
neuron overlapping with the test instances, we at-
tribute this high performance to the instances in
the set selected by NA-Instances-least being more
diverse (as seen in general for instances discovered
by NA-Instances in Table 1) leading to encompass-
ing a more diverse set of the model’s parametric
knowledge.

6 Analysis

Next, we investigate what are the characteristics of
the group of influential training instances and the
group of most important neurons.

Figure 3: % of training instances at the intersection of
the first n% influential instances discovered by a two of
the attribution methods 2 {IF, NA-Instances, and GS}.

6.1 Overlap of the Attribution Results

Here we look at the overlap of influential instances
as well as the overlap of the important neurons
discovered by the corresponding attribution meth-
ods. First, we investigate the overlap between the
first n influential training instances discovered by
IF, NA-Instances, and GS, which are then used in
the evaluation framework for fine-tuning with in-
fluential training instances (§3.4). Figure 3 shows
that for IF and GS, the overlap percentage is high
– greater than 80%. This also explains their simi-
lar performance on the fine-tuning with influential
training instances test (§5.3). Furthermore, com-

pared to the instance attribution methods IF and

GS, NA-Instances discovers very different influen-

% of training instances at the intersec:on of the first 
n% influen:al instances discovered by a two of the 
aKribu:on methods ∈ {IF, NA-Instances, and GS} 

- High overlap between two instance 
attribution methods IF and GS

Ø Also explains similar performance on fine-
tuning with influential instances

- NA-Instances discovers very different 
influential instances

- For first 10% of most influential instances 
discovered by each method, NA-Instances 
only shares 10% of instances with IA 
methods IF and GS



Overlap Analysis of Attribution Methods

% of the overlapping top-n important neurons 
discovered by NA and IF-Neurons

- Proportion of unique important neurons 
found by NA is higher than those found by 
IF-Neurons

Ø Similar to findings for the diversity of top-n 
influential training instances

- Most neurons found by IF-Neurons are 
also discovered by NA

Ø NA methods are crucial to reveal the 
source of the parametric knowledge

AVeriTeC MNLI
Cosine Similarity Loss Vocabulary Input Length Cosine Similarity Loss Vocabulary Input Length

Coefficient -1 -0.1719 -0.0018 0.036 -0.3741 -0.3563 -0.00005 0.024

Random 0.300 0.2 6977 163.1 0.49 0.30 6950 47.14
GS-most 0.268 0.3 7692 197.5 0.61 0.47 6427 45.98
IF-most 0.266 0.3 7720 198.8 0.64 0.38 6355 45.97
NA-Instances-most 0.388 0.2 6776.0 153.4 0.56 0.52 6881 45.46
GS-least 0.278 1.1 8199 213.5 0.62 0.78 6729 48.46
IF-least 0.279 1.1 8197 211.3 0.62 0.77 6838 48.42
NA-Instances-least 0.245 0.2 7978 204.1 0.45 0.16 6901 46.52

Table 3: Diversity analysis on influential training instances discovered for the MNLI and AVeriTeC datasets with the
OPT-125m model. Four metrics (Cosine Similarity/Loss/Vocabulary/Input Length; §6.2) measure the diversity of
the first n% training instances from each attribution method.

Figure 4: % of the important neurons discovered by
NA and IF-Neurons on the union of the top-n important
neurons.

tial instances. For the first 10% of most influential
instances discovered by each method, we find that
NA-Instances and IF or GS have fewer than 20% in-
stances that are discovered by both methods, which
amounts to roughly under 2 influential instances.

Second, we present the proportion of overlap-
ping top-n important neurons selected by NA and
IF-Neurons in Figure 4. Results on the overlap of
neurons discovered by NA and GS-Neurons show
similar trends and can be found in Appendix C,
Figure 5. Similar to the diversity of top-n influ-
ential training instances, the proportion of unique

important neurons found by NA is again higher

than those found by IF-Neurons. In addition, we
find that most of the neurons found by IF-Neurons

are included in the set of NA. The analytic results
from both perspectives underscore the potential of
NA methods to reveal the source of the parametric
knowledge.

6.2 Diversity Analysis on the Group of
Influential Training Instances

From the evaluation results in §5.3, we hypothesize
that greater diversity of the influential training in-
stances found by an attribution method yields better
performance, which we verify here. The hetero-
geneity of different groups of influential training
instances can be measured at the lexical and para-
metric levels. To estimate lexical diversity, we
compute the number of unique tokens (Vocabulary
in Table 3) from the group of influential training
instances and the average length of the training
instances (Input Length in Table 3) as model in-
put. The cosine similarity between the influential
instances with the hidden representations from the
last Transformer block (Cosine Similarity in Ta-
ble 3) and the average loss (Loss in Table 3) are
reported to show the parametric diversity of the
selected influential training instances.

Table 3 presents the result of this analysis on
the AVeriTeC dataset and the MNLI dataset with
the OPT-125m model, following the previous sec-
tion. We find that the Random and NA-Instances-
least methods that show a performance of 0.55
accuracy from Figure 2 contain more than 6900
unique tokens while other methods with less than
0.40 accuracy have 6600 tokens on average. From
the parametric diversity metrics, the methods with
lower performance collect training instances with
a similar distribution of hidden representations and
bigger losses. Furthermore, the least influential
training instances discovered by IA methods have
higher losses compared to the ones discovered by
NA methods. However, we observe that the loss
is not an indicator for the most or least influen-
tial training instances affecting the model’s test set
performance from the NA-Instances perspective.

To verify our findings statistically, we implement



Take-Aways: A Unified Framework for Attribution Methods

• We assess the sufficiency and comprehensiveness of the explanations for Instance 

Attribution and Neuron Attribution with different faithfulness tests

• We confirm that Instance Attribution and Neuron Attribution result in different 

explanations about the knowledge responsible for the test prediction

• The faithfulness tests suggest that the neurons are not sufficient nor comprehensive 

enough to fully explain the parametric knowledge used for the test prediction

• We hypothesise that this is due to the importance of the attention weights for 

encoding knowledge

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 
Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.
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Fact Dynamicity and Knowledge Conflicts

Sara Vera Marjanović*, Haeun Yu*, Pepa Atanasova, Maria Maistro, Christina Lioma, Isabelle Augenstein. DYNAMICQA: Tracing Internal Knowledge Conflicts in 
Language Models. In Findings of the 2024 Conference on Empirical Methods in Natural Language Processing (EMNLP 2024), November 2024. 

• Knowledge Conflict
• Intra-memory conflict : Conflict caused by contradicting representations of the fact within the 

training data, can cause uncertainty and instability of an LM

• Context-memory conflict : Conflict caused by the context contradicts to the parametric 
knowledge

We investigate the impact of fact dynamicity on LLM output in question answering

Static

Temporal

Dynamic

https://arxiv.org/abs/2407.17023
https://arxiv.org/abs/2407.17023
https://2024.emnlp.org/


DynamicQA

We release a dataset of 11,378 questions and answers.

● We identify temporal relations as relations with >1 edit on Wikidata
● We identify static relations as relations with no edits on Wikidata
● We identify disputable relations as sentences with >1 mutual reversions

on Wikipedia (Controversial topics)

For each relation, we use the edited object as the answer and formulate a 
question.

We retrieve relevant context mentioning the subject and object from 
Wikipedia.



Wikipedia Controversial Topics



How do LMs perform on the dataset?

Models perform best on static questions, with and without context.



How do LMs perform on the dataset?

We see more stubborn instances in the dynamic par11ons
-> Why are dynamic facts so stubborn?



Intra-Memory Conflict in Output Distribution



Intra-Memory Conflict in Output Distribution



Intra-Memory Conflict in Output Distribution

Dynamic facts should show greater entropy across objects.

We evaluate this using Seman&c Entropy (Kuhn et al, 2023)



Intra-Memory Conflict in Output Distribution

Dynamic facts should show greater entropy across objects.

We evaluate this using Semantic Entropy (Kuhn et al, 2023)

Strömsund

Vaxholm
Ryd

Vaxjö

George 4

George VI

George VI
George 4

Asians

Asians

Italy

Italia

George VI

Europeans

Europeans
Roman 
Empire

The 
Roman 
Empire

The 
Roman 
Empire

Europeans

Vaxholm



Intra-Memory Conflict in Output Distribution

Dynamic facts should show greater entropy across objects.

We evaluate this using Seman&c Entropy (Kuhn et al, 2023)
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However, this is not always the case



Intra-Memory Conflict

If we provide context…



Intra-Memory Conflict

If we provide context…



Coherent Persuasion Score
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Persuasion Score across Partitions

We see the greatest persuasion score for the static dataset.



Persuasion Score across Partitions

We see the greatest persuasion score for the static dataset.

However, this is successful persuasion, in that the model output distribution 
has been changed.

How far are we from from successful persuasion for dynamic facts?

→ Loss (target answer | question) ( ~ Perplexity )



Loss across Partitions

Loss reflects the likelihood of an output 
given the model’s trained parameters.

A higher loss indicates greater change 
required to steer the LM to output the target 
answer.

It requires more change in the model’s 
parameters to obtain the desired answer for 
temporal and dynamic facts (p<<<10⁻⁵).

This cannot be accomplished by context 
alone.



Predictors of Persuasion

Number of edits is the strongest,

most consistent nega;ve indicator of model persuasion across models

Logis;c regression model to predict if an instance will be stubborn or persuaded



Implications: Knowledge Conflict and Fact Dynamicity

• Temporal and disputable facts, which have greater historical variability (which is expected to 

be reflected in a training dataset, leading to intra-memory conflict):

• Show lower persuasion scores, fewer persuaded instances, and greater stubborn instances

Ø Are less likely to be updated with context, instead requiring models to be retrained or 

manually edited to reflect changing information.

• Fact dynamicity (number of edits) has a greater impact on a model's likelihood for persuasion 

than a fact's popularity

• Fact popularity often used to guide RAG in previous literature

Ø Other approaches might be required for retrieval augmentation in low-certainty domains

Sara Vera Marjanović*, Haeun Yu*, Pepa Atanasova, Maria Maistro, Christina Lioma, Isabelle Augenstein. DYNAMICQA: Tracing Internal Knowledge Conflicts in 
Language Models. In Findings of the 2024 Conference on Empirical Methods in Natural Language Processing (EMNLP 2024), November 2024. 

https://arxiv.org/abs/2407.17023
https://arxiv.org/abs/2407.17023
https://2024.emnlp.org/


Overview of Today’s Talk

● Introduction
○ Factuality Challenges of Large Language Models

● Post-Hoc Detection and Correction of Factual Errors
○ Fact Checking and Correction of Machine-Generated Content

● Probing the Parametric Knowledge of Language Models
○ A Unified Framework for Input Feature Attribution Methods
○ Detecting Knowledge Conflicts of Language Models

● Conclusion
○ Wrap-Up and Outlook



Wrap-Up: Factuality Challenges of Large Language Models

• Despite seemingly high performance, LLMs suffer from hallucinations
• Potential to mislead public in novel ways
• Factuality challenges:

- Truthfulness
- Unreliable evaluation
- Direct usage of misinformation
- Lack of credible sourcing
- Confident tone
- Fluent style
- Ease of access
- Halo effect
- Perceived as ”knowledge base”

Augenstein et al. (2024). Factuality Challenges in the Era of Large Language Models. Nature Machine Intelligence, August 2024.

https://www.nature.com/articles/s42256-024-00881-z
https://www.nature.com/natmachintell/


Wrap-Up: Factuality Challenges of Large Language Models

• Threats posed by malicious LLM usage:
- Personalised attacks
- Style impersonation
- Bypassing detection
- Fake profiles

• Addressing threats:
- Detecting and correcting factual mistakes at inference time
- Better evaluation
- Retrieval-augmented generation
- Modularised knowledge-grounded framework
- Recognising AI-generated content
- Making LLMs safer – data cleansing, watermarking, privacy etc.
- AI regulation
- Public education

Augenstein et al. (2024). Factuality Challenges in the Era of Large Language Models. Nature Machine Intelligence, August 2024.

https://www.nature.com/articles/s42256-024-00881-z
https://www.nature.com/natmachintell/


Thank you for 
your attention!

Questions?
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