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Why Kalaallisut--Danish?

Map: Alyson Hurt/NPR

Some facts:
• The official language of Greenland

• Family: Inuit-Yupik-Unangan

• Speakers: approx. 50,000 – 60,000

• Greenland was under Danish colonial 
rule from 1721 until 1953

West-Greenlandic (Kalaallisut)
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“An area in need of 
improvement is 
danish-greenlandic 
law texts.”

Greenlandic Language Secretariat
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Size: 291 lines
Domain: manuals

Kristensen-Mclachlan and 
Nedergard (2024)

Size: 1.2m West-Greenlandic 
words; 2.1m Danish
Domain: news



Obstacle 1: Data

Why Kalaallisut--Danish?

Map: Alyson Hurt/NPR

There is publicly 
available legal 

text!



Obstacle 1: Data

Why Kalaallisut--Danish?

Map: Alyson Hurt/NPR

There is publicly 
available legal 

text!

1: Data



Obstacle 1: Data

Why Kalaallisut--Danish?

Map: Alyson Hurt/NPR

There is publicly 
available legal 

text!

1: Data



A Tale of Three Obstacles

Data



A Tale of Three Obstacles

Data Tools



Obstacle 2: Tools

Sentence Alignment



Obstacle 2: Tools

Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing, pages 1342–1348,

Hong Kong, China, November 3–7, 2019. c�2019 Association for Computational Linguistics

1342

Vecalign: Improved Sentence Alignment in Linear Time and Space

Brian Thompson
Johns Hopkins University

brian.thompson@jhu.edu

Philipp Koehn
Johns Hopkins University

phi@jhu.edu

Abstract

We introduce Vecalign, a novel bilingual sen-
tence alignment method which is linear in time
and space with respect to the number of sen-
tences being aligned and which requires only
bilingual sentence embeddings. On a standard
German–French test set, Vecalign outperforms
the previous state-of-the-art method (which
has quadratic time complexity and requires a
machine translation system) by 5 F1 points.
It substantially outperforms the popular Hun-
align toolkit at recovering Bible verse align-
ments in medium- to low-resource language
pairs, and it improves downstream MT qual-
ity by 1.7 and 1.6 BLEU in Sinhala!English
and Nepali!English, respectively, compared
to the Hunalign-based Paracrawl pipeline.

1 Introduction

Sentence alignment is the task of taking parallel
documents, which have been split into sentences,
and finding a bipartite graph which matches min-
imal groups of sentences that are translations of
each other (see Figure 1). Following prior work,
we assume non-crossing alignments but allow lo-
cal sentence reordering within an alignment.

Sentence-aligned bitext is used to train nearly
all machine translation (MT) systems. Alignment
errors have been noted to have a small effect on
statistical MT performance (Goutte et al., 2012).
However, misaligned sentences have been shown
to be much more detrimental to neural MT (NMT)
(Khayrallah and Koehn, 2018).

Sentence alignment was a popular research
topic in the early days of statistical MT, but
received less attention once standard sentence-
aligned parallel corpora became available. Inter-
est in low-resource MT has led to a resurgence in
data gathering methods (Buck and Koehn, 2016;
Zweigenbaum et al., 2018; Koehn et al., 2019), but

Figure 1: Sentence alignment takes sentences e1,...,eN
and f1,...,fM and locates minimal groups of sentences
which are translations of each other, in this case (e1)-
(f1, f2), (e2)-(f3), (e3,e4)-(f4), and (e5)-(f6).

we find limited recent work on bilingual sentence
alignment.

Automatic sentence alignment can be roughly
decomposed into two parts:

1. A score function which takes one or more ad-
jacent source sentences and one or more adja-
cent target sentences and returns a score indi-
cating the likelihood that they are translations
of each other;

2. An alignment algorithm which, using the
score function above, takes in two documents
and returns a hypothesis alignment.

We improve both parts, presenting (1) a novel
scoring function based on normalized cosine dis-
tance between multilingual sentence embeddings,
in conjunction with (2) a novel application of a dy-
namic programming approximation (Salvador and
Chan, 2007) which makes our algorithm linear
in time and space complexity with respect to the
number of sentences being aligned. We release a
toolkit containing our implementation.1

Our method outperforms previous state-of-the-
art, which has quadratic complexity, indicating
that our proposed score function outperforms prior
work and the approximations we make in align-
ment are sufficiently accurate.

1
https://github.com/thompsonb/vecalign

Image: Vecalign: Improved Sentence Alignment in Linear Time and Space (Thompson & Koehn, EMNLP-IJCNLP 2019)

Sentence Alignment
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§ 1. Denne lov finder anvendelse på følgende virksomheder og personer:
1) Virksomheder og personer, der erhvervsmæssigt udøver virksomhed med 
valutaveksling.
2) Virksomheder og personer, der erhvervsmæssigt udøver finansiel leasing 
eller udøver udlånsvirksomhed.
3) Ejendomsmæglere.
4) Virksomheder og personer, der i øvrigt erhvervsmæssigt leverer samme 
ydelser som ejendomsmæglere.

§ 1. Inatsit manna suliffeqarfinnut inunnullu makkununnga atuuppoq:
1) Suliffeqarfiit inuillu nunat allat aningaasaannut nuutsitsisarnermik 
inuussutissarsiuteqartut.
2) Suliffeqarfiit inuillu attartortitsinernut aningaasalersuinermik imaluunniit 
taarsigassarsisitsisarnermik inuussutissarsiuteqartut.
3) Illunik nioqquteqarnermi akunnermiliuttartut.
4) Suliffeqarfiit inuillu illunik nioqquteqarnermi akunnermiliuttartutut 
kiffartuussinernik inuussutissarsiuteqartut.

Kalaallisut:

Danish:
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and clause enumerations (e.g., a)), equally across
source and target. We leverage this structure by
aligning through enumeration: for each document,
we retrieve all enumerated text segments and align
accordingly in case of 1:1 correspondence with
enumeration markers. As an additional advan-
tage, alignment on enumerated clauses further-
more serves as a filtering step. For example, less-
structured introductory texts and sensitive infor-
mation such as email addresses and full names are
automatically filtered out. We strip the enumer-
ation token from each line, apply deduplication
and subsequently extract 1,000 lines for the vali-
dation set, and 1,000 other lines for the test set. We
use the remaining lines as the training set. Impor-
tantly, we make the design choice to not remove
near-duplicates. Legal texts can be highly formu-
laic, and since we perform an in-domain evalua-
tion which cannot be expected to be widely gen-
eralizable regardless (see: Limitations), we decide
to leave them in.

Dataset Size In Table 1, we show the size of
the resulting corpus. The dataset consists of more
than 40,000 parallel phrases. Unsurprisingly, due
to Kalaallisut’s inflections, the number of sepa-
rate words (whitespace delimited strings of char-
acters, obtained with the wc -l command) is
much higher for Danish than for Kalaallisut.

# Lines # Words
Split GL DA GL DA

Training 39,936 39,936 663,734 929,904
Validation 1,000 1,000 16,594 23,021
Testing 1,000 1,000 16,665 23,846

Total 41,936 41,936 696,993 976,771

Table 1: Size of parallel legal text dataset.

While small compared to what is available
for high-resource languages, the size of the
dataset is larger than that used in a compara-
ble low-resource neural MT study (Mager et al.,
2022). It is smaller than the other open, parallel
Danish-Kalaallisut dataset (Kristensen-Mclachlan
and Nedergård, 2024), but as ours is aligned based
on human alignments, we expect that ours in-
cludes considerably less noise. This leaves us with
a small, but high-quality in-domain dataset for le-
gal translation.

4 Experiments

Since we are interested in isolating the effects of
subword segmentation on NMT performance, we
train dedicated bilingual MT models from scratch.
Our experimental set-up consists of three steps:
subword segmentation, machine translation, and
evaluation, each described in more detail below.

4.1 Subword Segmentation
We experiment with two types of unsupervised
segmentation for Kalaallisut: traditional MT sub-
word tokenizers, and morphological segmenters.
Following Mager et al. (2022), we keep the Dan-
ish side of the parallel corpus consistent across ex-
periments, as this allows us to isolate the effects
of Kalaallisut segmentation. We apply BPE to the
Danish text, trained on the Danish training set of
our corpus. We use a vocabulary size of 5k, as
this was found to be optimal in the three most
similar research initiatives (Saleva and Lignos,
2021; Mager et al., 2022; Kristensen-Mclachlan
and Nedergård, 2024).6

Traditional MT Tokenization Following
Mager et al. (2022), we train and apply Byte-Pair
Encoding (BPE; Sennrich et al., 2016). Originally
introduced as a data compression algorithm
(Gage, 1994), the segmenter is trained bottom-up
by merging frequently co-occurring vocabulary
items. In addition, we experiment with Unigram
language modeling (Kudo, 2018). Rather than
constructing the vocabulary bottom-up, it starts
from the largest vocabulary, which is subsequently
pruned. This method has been shown to preserve
morphological segmentation better than BPE
(Bostrom and Durrett, 2020), making it especially
relevant for our study. We use both algorithms
as implemented in SentencePiece (Kudo and
Richardson, 2018).

Morphological Segmentation Segmenting text
according to (predicted) morpheme boundaries
may be particularly beneficial for low-resource
MT, as a means to counter the data scarcity of
co-occurring characters that inflections may intro-
duce. As we do not have a large-scale in-domain
annotated dataset of morphological segmentations
for Kalaallisut, we are constrained to unsupervised
segmenters. Specifically, we follow Saleva and
Lignos (2021) in using Morfessor 2.0 (Smit et al.,

6For Kalaallisut, we also experimented with vocabulary
sizes 1k, 3k, 7k, 9k and 11k, but found no improvement.

1: Data

Small, but comparable to Mager et al. (2022)
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How should we segment text in a 
morphologically complex language like 

West-Greenlandic?
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Image: https://www.thoughtvector.io/blog/subword-tokenization/



BPE

Image: https://python.plainenglish.io/efficient-tokenization-with-byte-pair-encoding-bpe-for-neural-networks-7cf4a54b5fd0
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Abstract

The strengths of subword tokenization
have been widely demonstrated when ap-
plied to higher-resourced, morphologi-
cally simple languages. However, it is
not self-evident that these results trans-
fer to lower-resourced, morphologically
complex languages. In this work, we in-
vestigate the influence of different sub-
word segmentation techniques on machine
translation between Danish and Kalaal-
lisut, the official language of Greenland.
We present the first semi-manually aligned
parallel corpus for this language pair1, and
use it to compare subwords from unsuper-
vised tokenizers and morphological seg-
menters. We find that Unigram-based seg-
mentation both preserves morphological
boundaries and handles out-of-vocabulary
words adequately, but that this does not
directly correspond to superior translation
quality. We hope that our findings lay fur-
ther groundwork for future efforts in neu-
ral machine translation for Kalaallisut.

1 Introduction

In contrast to many of the world’s indigenous lan-
guages facing challenges in revitalization as a re-
sult of colonialism (Meakins and O’Shannessy,
2016), Kalaallisut (West Greenlandic) has a vi-
brant linguistic ecosystem. Spoken as a first lan-
guage by people of all ages (Grenoble and Wha-
ley, 2021), Kalaallisut is used in all aspects of
daily life by most of the population (Nielsen,
2021), from teenagers texting (Grenoble, 2011) to
everyday communication (Ravn-Højgaard et al.,
2018). It is also supported by language policies

1https://github.com/esther2000/
tokenization-on-trial

Figure 1: When applying BPE to our test dataset,
Kalaallisut generally has higher subword-to-word
ratios than Danish; KDE plot, capped at 4.

that prioritize its use in education and adminis-
tration (Møller, 1988; Valijärvi and Kahn, 2020),
and boasts a wide range of linguistic resources
(e.g., word lists and dictionaries) and existing lan-
guage technologies (e.g., a spell-checker and a
grapheme-to-phoneme converter) from Oqaasiler-
iffik, the Language Secretariat of Greenland.

Despite the vitality of the language, however,
Kalaallisut – like most of the world’s languages
– does not have sufficient resources for the data-
intensive methods of contemporary NLP (Joshi
et al., 2020). Specifically in the context of neu-
ral machine translation (NMT), Kalaallisut lacks
the large-scale aligned parallel corpora required
for contemporary machine learning methodolo-
gies, and is thus considered a low-resource lan-
guage. Consequently, Kalaallisut trails behind
higher-resourced languages in terms of NMT.

Beyond the limited availability of high-quality
parallel corpora, Kalaallisut’s high degree of mor-
phological inflection poses additional challenges
for NMT. Commonplace tokenization methods of-
ten lead to large, sparse vocabularies for morpho-

When applying BPE…
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even number of character and word n-grams. In-
stead, systems should be compared column-wise.

First, we observe that not using any seg-
mentation method leads to suboptimal down-
stream MT results. Especially in the case of
Danish→Kalaallisut, performance trails consider-
ably behind that obtained with segmenters. BPE
obtains the highest scores for translation into Dan-
ish, but this is not the case for translation into
Kalaallisut, where both the Unigram and FlatCat
approaches obtain higher chrF2 scores.

We do not observe clear patterns as to the sub-
word metrics and MT performance. While the
morphological segmenters, Morfessor and Flat-
Cat, obtain the lowest fertility scores, this does
seem to correspond directly to higher MT qual-
ity. While this corroborates earlier findings (Sal-
eva and Lignos, 2021; Mager et al., 2018), more
data points are needed to draw robust conclusions.

5 Analysis
To add more context to our findings, we perform
additional analyses.

5.1 Subwords vs. Morphological Boundaries
To what extent do the subword segmenters pre-
serve morphological boundaries? To analyze this,
we apply each segmenter to a list of words, for
which we have gold-standard annotations. We use
the data from De Mol et al. (2020), who com-
piled a set of Kalaallisut words and phrases, and
their morphological segmentations. These anno-
tations originate from courses on Kalaallisut, and
were corrected by a native speaker. Their data
contains both short (e.g. “he drinks”) and long
(e.g. “it can be expected to have been eating jelly-
fish”) general-domain examples. Since this is out-
of-domain for the trained segmenters, it requires a
degree of generalization. In total, we use 499 of
these examples for our evaluation. We apply the
segmenters to each of these examples, and evalu-
ate the resulting subwords using precision (Eq. 1)
and recall Eq. 2).9 The F1-score is then calculated
as the harmonic mean between the average preci-
sion and recall.

P =
| {gold morphemes} ↑ {subwords} |

| {subwords} | (1)

R =
| {gold morphemes} ↑ {subwords} |

| {gold morphemes} | (2)

9Equations adapted from Nouri and Yangarber (2016).

Table 3 contains our results. For all segmenters,
we find that morphological boundaries are only
preserved modestly, with F1 scores all under 35
percent. The lowest score is found with BPE, with
precision, recall and F1 only slightly above 10%.
Relating this to the downstream results in Table 2,
where best results for translation to Danish were
obtained with BPE, it seems that preserving mor-
phemes does not directly lead to optimal down-
stream NMT performance. This is in line with pre-
vious findings (Saleva and Lignos, 2021).

A second observation is that Unigram is (at
least) on par with FlatCat and Morfessor when
it comes to preserving morphological boundaries.
This may be somewhat surprising, as Unigram is
not a dedicated morphological segmenter. Yet,
given its top-down pruning approach, morphemes
are better preserved than with BPE’s bottom-up
approach. This is in line with findings from
Bostrom and Durrett (2020).

Method Prec. (%) Rec. (%) F1 (%)

BPE 10.81 12.42 11.56
Unigram 30.88 37.68 33.94
Morfessor 31.08 31.61 31.34
FlatCat 29.58 29.40 29.49

Table 3: Comparison of morphological boundaries
and subword segmentation.

5.2 Out-of-Vocabulary Words

One of the core motivations for subword seg-
mentation, is that it enables better representa-
tions of out-of-vocabulary (OOV) words. This
has been argued to improve downstream perfor-
mance, for instance in the case of MT (Sen-
nrich et al., 2016). We explore how prominent
OOV words are, when processed with varying
segmentation techniques. We report the percent-
age of unknown items (UNKs) in the test portion
of our parallel corpus, as shown in the logs of
fairseq-preprocess. The results are listed
in Table 4.

First, we observe that applying subword seg-
mentation drastically reduces the number of
UNKs. When not applying any segmentation,
more than 14% of the words are OOV. This
high number reflects Kalaallisut’s highly inflec-
tional characteristics. Moreover, this observa-
tion may provide an explanation for why down-
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segmentation techniques. We report the percent-
age of unknown items (UNKs) in the test portion
of our parallel corpus, as shown in the logs of
fairseq-preprocess. The results are listed
in Table 4.

First, we observe that applying subword seg-
mentation drastically reduces the number of
UNKs. When not applying any segmentation,
more than 14% of the words are OOV. This
high number reflects Kalaallisut’s highly inflec-
tional characteristics. Moreover, this observa-
tion may provide an explanation for why down-
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Results

Kalaallisut Segmentation Machine Translation
Danish→Kalaallisut Kalaallisut→Danish

Method Fertility % Cont. chrF2 BLEU chrF2 BLEU

None 1.000 0.00 44.6 3.4 61.5 15.4

BPE 2.294 66.10 56.4 8.7 64.2 21.5
Unigram 2.290 66.27 61.4 10.1 58.9 17.1
Morfessor 1.925 70.72 56.7 7.9 58.3 17.2
FlatCat 1.870 69.30 63.2 9.6 57.0 15.1

Table 2: Comparison of segmentation and translation quality metrics on the Kalaallisut test set.

2014), henceforth simply Morfessor. In addition,
we use FlatCat (Grönroos et al., 2014), which
is an extension over Morfessor that uses a Hid-
den Markov model. After applying morphologi-
cal segmentation, we post-process the data such
that the SentencePiece output format is replicated
(words separated by the underscore symbol, and
subwords separated by spaces).

Each of the segmentation methods is trained on
the training set and applied to all sets (training,
validation, and test set) of the Kalaallisut part of
the parallel corpus data only. As a baseline, we
add the case of applying no segmentation whatso-
ever to the Kalaallisut side.

4.2 Machine Translation
We train bilingual NMT models for both trans-
lation directions separately, with the Transformer
architecture (Vaswani et al., 2017). We use the
Fairseq toolkit (Ott et al., 2019). Because of the
limited data availability in our scenario, we tai-
lor the hyperparameters to those typically found
to be effective in low-resource translation, such as
using a higher dropout rate (Sennrich and Zhang,
2019; Araabi et al., 2022). We use a learning rate
of 0.0001, cross entropy as a criterion with la-
bel smoothing (0.2), and apply a dropout rate of
0.3. Each model is trained for a maximum of 100
epochs, with a patience setting of 5 epochs mon-
itoring the validation loss. For generation we use
the best checkpoint.

4.3 Evaluation
Subword Metrics To compare segmentation
methods, we use two metrics proposed by Rust
et al. (2021): subword fertility and continued word
proportion. Subword fertility is the average num-
ber of subwords per word. This metric provides
insight into “how aggressively a tokenizer splits”.

The proportion of continued words measures the
percentage of words that are divided into more
than one subword, indicating how often words are
split. For “words”, we use the whitespace delim-
ited character strings. Intuitively, lower scores are
preferred, as high values signal weak compression
efficacy, which could lead to oversegmentation.

Translation Quality For assessing the quality
of the output translations, we report the chrF27

(Popović, 2015) and BLEU8 (Papineni et al.,
2002) scores, as implemented in SacreBLEU
(Post, 2018). The ChrF2 metric is especially suit-
able to our scenario, as it is based on charac-
ter n-grams. It has been previously been used in
the context of low-resource NMT on diverse lan-
guages (e.g. Tiedemann, 2020). Due to the low-
resourcedness, we do not include evaluation based
on language embeddings, such as COMET (Rei
et al., 2020), as there are indications that they
are not reliable in low-resource scenarios (Falcão
et al., 2024). While human evaluation would likely
provide a better insight into the usefulness for
speakers, the absolute number of native translation
professionals is much lower than for many, higher-
resourced, language pairs. At the same time, this
highlights the need for research into reliable MT
systems for Kalaallisut.

4.4 Main Results

Table 2 lists the subwords metrics and down-
stream MT performance for each of the segmen-
tation methods. It should be noted that the results
for Danish→Kalaallisut and Kalaallisut→Danish
cannot be compared directly, because of the un-
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(Popović, 2015) and BLEU8 (Papineni et al.,
2002) scores, as implemented in SacreBLEU
(Post, 2018). The ChrF2 metric is especially suit-
able to our scenario, as it is based on charac-
ter n-grams. It has been previously been used in
the context of low-resource NMT on diverse lan-
guages (e.g. Tiedemann, 2020). Due to the low-
resourcedness, we do not include evaluation based
on language embeddings, such as COMET (Rei
et al., 2020), as there are indications that they
are not reliable in low-resource scenarios (Falcão
et al., 2024). While human evaluation would likely
provide a better insight into the usefulness for
speakers, the absolute number of native translation
professionals is much lower than for many, higher-
resourced, language pairs. At the same time, this
highlights the need for research into reliable MT
systems for Kalaallisut.

4.4 Main Results

Table 2 lists the subwords metrics and down-
stream MT performance for each of the segmen-
tation methods. It should be noted that the results
for Danish→Kalaallisut and Kalaallisut→Danish
cannot be compared directly, because of the un-

7Signature: nrefs:1|case:mixed|eff:yes|
nc:2|nw:0|space:no|version:2.4.3

8Signature: nrefs:1|case:mixed|eff:no|
tok:13a|smooth:exp|version:2.4.3

Results

Kalaallisut Segmentation Machine Translation
Danish→Kalaallisut Kalaallisut→Danish

Method Fertility % Cont. chrF2 BLEU chrF2 BLEU

None 1.000 0.00 44.6 3.4 61.5 15.4

BPE 2.294 66.10 56.4 8.7 64.2 21.5
Unigram 2.290 66.27 61.4 10.1 58.9 17.1
Morfessor 1.925 70.72 56.7 7.9 58.3 17.2
FlatCat 1.870 69.30 63.2 9.6 57.0 15.1

Table 2: Comparison of segmentation and translation quality metrics on the Kalaallisut test set.

2014), henceforth simply Morfessor. In addition,
we use FlatCat (Grönroos et al., 2014), which
is an extension over Morfessor that uses a Hid-
den Markov model. After applying morphologi-
cal segmentation, we post-process the data such
that the SentencePiece output format is replicated
(words separated by the underscore symbol, and
subwords separated by spaces).

Each of the segmentation methods is trained on
the training set and applied to all sets (training,
validation, and test set) of the Kalaallisut part of
the parallel corpus data only. As a baseline, we
add the case of applying no segmentation whatso-
ever to the Kalaallisut side.

4.2 Machine Translation
We train bilingual NMT models for both trans-
lation directions separately, with the Transformer
architecture (Vaswani et al., 2017). We use the
Fairseq toolkit (Ott et al., 2019). Because of the
limited data availability in our scenario, we tai-
lor the hyperparameters to those typically found
to be effective in low-resource translation, such as
using a higher dropout rate (Sennrich and Zhang,
2019; Araabi et al., 2022). We use a learning rate
of 0.0001, cross entropy as a criterion with la-
bel smoothing (0.2), and apply a dropout rate of
0.3. Each model is trained for a maximum of 100
epochs, with a patience setting of 5 epochs mon-
itoring the validation loss. For generation we use
the best checkpoint.

4.3 Evaluation
Subword Metrics To compare segmentation
methods, we use two metrics proposed by Rust
et al. (2021): subword fertility and continued word
proportion. Subword fertility is the average num-
ber of subwords per word. This metric provides
insight into “how aggressively a tokenizer splits”.

The proportion of continued words measures the
percentage of words that are divided into more
than one subword, indicating how often words are
split. For “words”, we use the whitespace delim-
ited character strings. Intuitively, lower scores are
preferred, as high values signal weak compression
efficacy, which could lead to oversegmentation.

Translation Quality For assessing the quality
of the output translations, we report the chrF27
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to all languages!

• Limited commercial (and academic?) interest
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The Good News

• We can be informed by structural language similarities!

• Small tweaks can bring at least modest improvements!





Who will knock on
a door next?



Qujanaq!  Tak!   Thank you!

And many thanks to my collaborators
and the Greenlandic Language Secretariat!

Paola Saucedo Johannes Bjerva Ross Deans 
Kristensen-McLachlan

Heather Lent

EP, JB and HL were funded by the Carlsberg Foundation, under the Semper Ardens: Accelerate programme (project nr. CF21-0454).



Questions?



1: Data

Parallel text

1

1: Data

Parallel text

1

English:
you have a boat

Example adapted from De Mol (2020)
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